
Monadic dynamic semantics: Side effects and scope

Simon Charlow 1 Dylan Bumford 2

1Rutgers University 2New York University

Fourth Workshop on Natural Language and Computer Science

July 10, 2016

1



Overview

ñ Old, extremely well-studied patterns concerning the scope and binding

properties of indefinites

ñ A minimal semantic analysis, using monads

ñ Immediate integration into a compositional grammar, via scope-taking, and

empirical benefits thereof

ñ Scope-taking lets different kind of effects interact modularly; the relative

inflexibility of monads is no cause for concern
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Indefinites and discourse referents

Monadic dynamic semantics
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Things it does well

Modularity

3



What’s special about indefinites

ñ An old chestnut: with respect to anaphora, indefinites have more in

common with referential expressions than they do with quantifiers (Geach

1962; Evans 1980; Heim 1982, . . . ).

Cross-sentential anaphora:

{Polly, a linguist}i left. Shei was tired.

* {No, every} linguisti left. Shei was tired.

(1)

Donkey anaphora:

Everyone who saw {Polly, a linguist}i waved to heri.

* Everyone who saw {no, every} linguisti waved to heri.

(2)

ñ Today: cross-sentential focus (but what we say extends to donkeys).
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The puzzle: indefinites don’t refer, right?

ñ To which individual does a linguist refer? None of em, really.

ñ Indeed, indefinites standardly typed as quantifiers:1

�Polly� = p type: e

�a linguist� = λc.∃x. lingx ∧ cx type: (e→ t)→ t

�every linguist� = λc.∀x. lingx⇒cx type: (e→ t)→ t

ñ But treating indefinites like quantifiers wrongly predicts they should pattern

like quantifiers w.r.t. anaphora!

1e is a domain of individuals {polly,bob, . . .}; t is a domain of truth values {T,F}
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Dynamic semantics

ñ In dynamic semantics, sentences encode state transitions, type γ → {γ}
(e.g., Barwise 1987; Groenendijk & Stokhof 1991):

�Polly left� = λi.

{i + p} if leftp

{ } otherwise

�she was tired� = λi.

{i} if tired i�
{ } otherwise

ñ Sentences with indefinites encode nondeterministic state transitions:

�a linguist left� = λi.{i + x | lingx, leftx}

ñ Sentential concatenation is just relation composition:

�L ; R� = λi.
⋃
j∈Li

Rj
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Pictorially

i � Polly left � i +p �she was tired� i +p

i �a ling left�

i +d �she was tired� i +d

i + c �she was tired�

i +b �she was tired�

i + a �she was tired� i + a
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A bit of metasemantics

ñ Sentences — things we associate with truth values or facts — are the only

things it makes sense to associate with type γ → {γ}.

φ i = { }a φ is false at i

φ i ≠ { }a φ is true at i

ñ That means that in order to capture sub-sentential dynamic effects, all

denotations will need to be “lifted” into higher-order functions that operate

on sentence-sized constituents:

�Polly� = λci.cp(i + p) type: (e→ γ → {γ})→ γ → {γ}
�she� = λci.c i� i type: (e→ γ → {γ})→ γ → {γ}

�a linguist� = λci.
⋃

lingx

cx (i + x) type: (e→ γ → {γ})→ γ → {γ}
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Our view: dynamics via nondeterministic, tagged values

ñ Meaning for a proper name-containing sentence:

�Polly left� :: γ → {(t, γ)}
�Polly left� = λi.{(leftp, i + p)}

ñ Meaning for an indefinite-containing sentence:

�a linguist left� :: γ → {(t, γ)}
�a linguist left� = λi.{(leftx, i + x) | lingx}

ñ Compared with the standard dynamic approach:
ñ Old: returning an updated state, conditional on some fact
ñ New: unconditionally pairing a fact with an updated state
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Generalized to “referring” expressions

ñ Meaning for a proper name:

�Polly� :: γ → {(e, γ)}
�Polly� = λi.{(p, i + p)}

ñ Meaning for an indefinite:

�a linguist� :: γ → {(e, γ)}
�a linguist� = λi.{(x, i + x) | lingx}

ñ Compared with the standard dynamic approach:
ñ Old: higher-order functions
ñ New: pairing an individual with an updated state
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Fully general: dynamic effects for any type

ñ A dynamic a, [Da\, has the following type:

Da ::= γ → {(a, γ)}

ñ Recasting our proposed meanings in terms of D:

�a linguist� :: De

�a linguist left� :: Dt
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Monads

ñ D is monadic (Moggi 1989; Wadler 1994, 1995; Shan 2002; Unger 2012;

and many others), in that it has two functions η and (?):

η :: a → Da

ηx := λi.{(x, i)}
(?) :: Da → (a → Db)→ Db

m? c := λi.
⋃

(x, j)∈mi

cx j

ñ η is an “injection” function, and (?) a recipe for plugging a Da into an

a → Db function to yield a Db

ñ η and (?) must satisfy certain properties, which needn’t detain us, except

for the crucial point that (?) is associative, in the following sense:

(m? λx.cx) ? k ≡m? (λx.cx ? k)
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Composing meanings?

ñ Compositionality: how are the meanings of syntactically complex units built

from the meanings of their parts?

ñ In this case: how should constituents that introduce or rely on dynamic

effects combine with “normal” material?

λi.{(pmetx, i + p+ x) | lingx}

???

Polly

λi.{(p, i + p)}
???

met

met

a linguist

λi.{(x, i + x) | lingx}
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Interlude: quantificational ambiguity

ñ This sentence has two readings (one quite implausible):

An American flag flies in front of every embassy.

� ∃ �∀, ∀� ∃
(3)

ñ What kind of ambiguity? Doesn’t seem lexical or structural.
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Quantificational ambiguity as scope ambiguity

ñ Linguists since Montague (1974) locate this ambiguity in two possible

scopings of an American flag and every embassy:

an American flag

F ( λx.
every embassy

E ( λy .
[ tx

x

fifos

fifos

ty

y

]

) )

every embassy

E ( λy .
an American flag

F ( λx.
[ tx

x

fifos

fifos

ty

y

]

) )

ñ To take scope over E is to have E contained within your argument.

ñ Many approaches on the books (syntactic, logical, continuations). Choice

immaterial, though we’re naturally inclined towards continuations-based

analyses (Barker 2002; Barker & Shan 2014; Charlow 2014).
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Scope-taking (by any means) feeds η and ?

Classical:

∃x. lingx ∧ jmetx

a linguist(
λc.∃x. lingx ∧ cx

)
( λx.

[

(

John

j

met

met

tx

x

]

) )

Dynamic:

λi.{(jmetx, i + x) | lingx}

a linguist(
λi.{(x, i + x) | lingx}

)
? ( λx. η

[

(

John

j

met

met

tx

x

]

) )

ñ η and (?), together with any mechanism for scope-taking, provide the glue

to thread effect-ful meanings together.
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Example derivations

λi.{(mgavejh, i + j)}

John

λi.{(j, i + j)} ? λx. η
[

(

Mary

m

gave

gave

tx

x

hope

h

]

)

λi.{(mgavej(bkj), i + j)}

John

λi.{(j, i + j)} ? λx.
his book

λi.{(bk i�, i)} ? λy . η
[

(

Mary

m

gave

gave

tx

x

ty

y

]

)

λi.{(mgavex (bkx), i + x) | xe}

Someone

λi.{(x, i + x) | xe} ? λx.
his book

λi.{(bk i�, i)} ? λy . η
[

(

Mary

m

gave

gave

tx

x

ty

y

]

)
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Note on do-notation

ñ Haskell programmers write code that looks like this:

do x ←m

y ← n

return (f x y)

ñ . . . Which is a sugaring of this:

m? λx.n? λy .η(f x y)

ñ . . . Which, interestingly, has a rather direct correspondence with the scoped

logical forms we make use of here (cf. Wadler 1994):

m ? λx. n ? λy . η ( f x y )
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Cross-sentential anaphora

λi.{(left j∧whisj, i + j)}

John left(
jn? λx.η(leftx)

)
? λp.

he whistled(
he? λy .η(whisy)

)
? λq. η

[

(

tp

p

and

∧
tq

q

]

)

λi.{(leftx ∧whisx, i + x) | xe}

Someone left(
so? λx.η(leftx)

)
? λp.

he whistled(
he? λy .η(whisy)

)
? λq. η

[

(

tp

p

and

∧
tq

q

]

)

ñ Precisely mirrors the patterns with sub-clausal binding

ñ All the action is in (?); conjunction is classical
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“Exceptional” wide scope

ñ Indefinites seem to have greater upward “scopal mobility” than true

quantifiers (e.g., Fodor & Sag 1982):

If a (certain) linguist shows up, it’ll be bedlam. ∃ � ⇒(4)

If every linguist shows up, it’ll be bedlam. *∀�⇒(5)

ñ A direct consequence of the way nondeterminism persists through (?).
Indeed, the account is parallel to cross-sentential anaphora!

A ling shows up(
a-ling? λx.η(show-upx)

)
? λp. η

[

(

if tp,

p

then

⇒
bedlam

b

]

)

Every ling shows up(
every-ling(λx.show-upx)

)
? λp. η

[

(

if tp,

p

then

⇒
bedlam

b

]

)
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More generally

ñ Both cross-sentential anaphora and exceptional wide scope turn on the

associativity of (?):

(m? λx.cx) ? k ≡m? (λx.cx ? k)

ñ Though m’s scope is confined to (m? λx.cx) on the left, the result is

equivalent to m having scope over k.

ñ This “action at a distance” — m influencing k even as m does not directly
interact with k — is linguists’ island-insensitivity.

ñ An indefinite {provides an antecedent for a pronoun, nondeterministically

infects a conditional}, even as the indefinite is evaluated inside a separate,

smaller domain (its minimal tensed clause).

24



Where we are

Indefinites and discourse referents

Monadic dynamic semantics

Compositionality and scope

Things it does well

Modularity

25



Effects everywhere, island-insensitivity everywhere

ñ Monadic techniques useful for a broad range of effectful fragments of
natural language:

ñ Prosodic prominence/focus (Shan 2002; Charlow 2014)
ñ Supplemental content (Giorgolo & Asudeh 2012)
ñ Environment-sensitivity (Shan 2002; Ben-Avi & Winter 2007)
ñ Presupposition/exception handling (Wadler 1995)
ñ “Pure” nondeterminism (Charlow 2014)

ñ All predicted to — and do — show the same patterns of island-insensitivity
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Effects are separable

ñ Non-dynamic effects abound in natural language.

ñ Yet one often hears worries that monads aren’t closed under composition.

ñ It’s not clear this should cause linguists to lose sleep:
ñ Importantly, scope-taking guarantees that different kinds of effects can steer

clear of one another.
ñ In the present case, this ensures the interoperability of dynamic theorizing

with the rest of semantics.
ñ In short, effects perfectly well combined by not combining them!
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Test case #1: focus

ñ Prosodic prominence (‘focus’) standardly analyzed as invoking a set of

alternative utterances (Rooth 1985): �JOHN� = (j, altsj).

ñ Can be seen as an enriched, monadic type (Shan 2002):

Pa ::= (a, {a})
ηx := (x, {x})
(x, ys) ? c := (fst(cx),

⋃
y∈ys

snd(cy))

ñ Interacting with the dynamic bits just works (other layering possible!):

JOHN

JN ?P λx. ηP (

someone

so ?D λy . ηD

[

(

tx

x

invited

inv

ty

y

]

) )
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Test case #2: effects feed effects

ñ What’s more, effects interact (in monadically predictable ways)

John, who met a linguisti, said shei was nice.(6)

A linguisti met John, who said shei was nice.(7)

ñ The monad for supplemental content (cf. Giorgolo & Asudeh 2012), works

by accumulating supplements qua conjuncts in a second dimension:

Sa ::= (a, t)
ηx := (x,T)
(x,p) ? c := (fst(cx),p ∧ snd(cx))

ñ Throw ηS and (?S) into a dynamic grammar with ηD and (?D), add some

lexical entries for non-restrictive relativization, and stir. You’re done.
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Other constructs

ñ Not every “enriched type” gives rise to a monad

ñ Monad ⊂ Applicative ⊂ Functor

ñ Does what we say hold for “mere” functors and applicatives?
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Yas

ñ Every functor F (ergo, every applicative, every monad) has a ‘mapping’

operation (◦), with the following type:

(◦) :: (a → b)→ Fa → Fb

ñ Let’s flip it:

(•) :: Fa → (a → b)→ Fb︸ ︷︷ ︸
scope-taker

ñ (•) bears a striking resemblance to the monadic (?):

(?) :: Ma → (a → Mb)→ Mb︸ ︷︷ ︸
scope-taker

ñ Thus, (•) and scope can also be used to grease the compositional skids
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Associativity

ñ For any functor, the following holds of its (•):

(f • λx.cx) • k ≡ f • (λx.k (cx))

ñ This is a kind of associativity. Ergo, island-insensitivity — f affecting k at a

distance — predicted!
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Wrapping up

ñ We’ve sketched a monadic interface encapsulating hoary dynamic notions of
natural language meaning. . .

ñ Generates new empirical predictions (in particular, island-insensitivity)
ñ Plugs into any existing grammar, with or without extant side effects,

interacting as needed (or not) with other semantically rich linguistic bits

ñ Are there any linguistically attested interactions of effects that are beyond

the expressive power of the scope/η/? mechanism?

ñ To what extent is this technique compatible with (or recapitulating)

alternative effect-handling regimes?
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